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Ad Hoc Teamwork

I Only in control of a single
agent

I Unknown teammates
I Shared goals
I No pre-coordination

Examples in humans:
I Pick up soccer
I Accident response
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Motivation

I Agents are becoming more common and lasting longer
I Both robots and software agents

I Pre-coordination may not be possible

I Agents should be robust to various teammates

Samuel Barrett Planning to Cooperate with Unknown Teammates



Introduction
Approach

Generalizing Prior Experience
Conclusions

Ad Hoc Teamwork
Motivation
Evaluation
Problem Description

Motivation

I Agents are becoming more common and lasting longer
I Both robots and software agents

I Pre-coordination may not be possible

I Agents should be robust to various teammates

Research Question:

How can an agent cooperate with teammates
of uncertain types on a variety of tasks?
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Ad Hoc Agent Evaluation

I Can the ad hoc agent
replace any teammate on
the team?

I Compare against other ad
hoc agents

I Depends on possible tasks
I Depends on possible

teammates
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Pursuit Domain

I Grid world - Torus
I 4 Predators and 1 Prey
I Predators' goal is to

capture the prey as quickly
as possible

I Act simultaneously
I Collisions randomly

decided - loser stays still
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Agent Control

I Agents can observe positions of all other agents

I Agents cannot explicitly communicate

I 5 actions: Stay still, up, down, left, and right

I Prey acts randomly
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Outline

1 Introduction

2 Approach

3 Generalizing Prior Experience

4 Conclusions
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Monte Carlo Tree Search

I Sample playouts

I Focus on relevant state ac-
tions

I UCT balances exploration
vs. exploitation

I Ef�cient approximation of
optimal

L. Kocsis and C. Szepesvari. Bandit based Monte-Carlo planning. In ECML '06, 2006
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Model Learning

I Learn a model of team-
mates' behavior

I Supervised learning prob-
lem

I Predict one step actions
given world state

I Observe teammates'
actions over time

I Decision tree

Samuel Barrett Planning to Cooperate with Unknown Teammates



Introduction
Approach

Generalizing Prior Experience
Conclusions

Planning
Model Learning
Model Selection
Cooperating with Varied Teammates
Reusing Learned Models

Model Selection

I Set of known models

I Start with prior belief

I Update using the probability that a model would have taken
the observed action
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Model Selection

I Set of known models

I Start with prior belief

I Update using the probability that a model would have taken
the observed action

Bayes:

P(modeljactions) =
P(actionsjmodel) � P(model)

P(actions)
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Model Selection

I Set of known models

I Start with prior belief

I Update using the probability that a model would have taken
the observed action

Polynomial Weights (Regret Minimization):

loss = 1 � P(actionsjmodel)

P(modeljactions) / (1 � � � loss) � P(model)
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Student Agents

I Not designed for ad hoc teamwork

I Workshop in designing agents by Sarit Kraus

I StudentBroad - 29 agents out of 31

I Un�ltered
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Cooperating with Varied Teammates

I Cooperate with student-created agents (StudentBroad )

I Can the ad hoc agent learn models of these agents?
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Known Set of Models of Teammate Behavior
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Ad Hoc Agent Behaviors

I Match : Match teammates' behavior

I True: Plan with the true model
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Ad Hoc Agent Behaviors

I Match : Match teammates' behavior

I True: Plan with the true model

I DTcor : Plan with correct decision tree

I DTall : Plan with all decision trees
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Observed teammates

I Ad hoc agent has seen this type of teammates before

I Matching teammates' behavior performs poorly

I Small difference between planning with true model and
learned model

I Can select good models effectively

I Cooperating with StudentBroad teammates
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Cooperating with Student Teammates
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Cooperating with the teammates from StudentBroad.
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Summary

I Can select good models on the �y

I Can cooperate with a variety of teammates

I Can learn models of teammates' behaviors

Samuel Barrett Planning to Cooperate with Unknown Teammates



Introduction
Approach

Generalizing Prior Experience
Conclusions

Planning
Model Learning
Model Selection
Cooperating with Varied Teammates
Reusing Learned Models

Unobserved Teammates
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Ad Hoc Agent Behaviors

I Match : Match teammates' behavior

I True: Plan with the true model

I DTcor : Plan with correct decision tree

I DTall : Plan with all decision trees
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Ad Hoc Agent Behaviors

I Match : Match teammates' behavior

I True: Plan with the true model

I DTcor : Plan with correct decision tree

I DTall : Plan with all decision trees

I DToth : Plan with other decision trees (not the correct one)
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Reusing Learned Models
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Cooperating with the teammates from StudentSelected.
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Partially Observed Teammates
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Problem Description

I Given few observations of current teammates and many
observations of past teammates

I Use all prior experiences that are similar to current
teammates

I Uses the information that the prior experiences come from
different sources
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Existing Techniques

I TrBagg - Randomly subsample data, build models, and
select best

I T. Kamishima, M. Hamasaki, and S. Akaho. TrBagg: A simple transfer learning method and its

application to personalization in collaborative tagging. In Ninth IEEE International Conference on

Data Mining, pages 219 –228, Dec. 2009

I TrAdaBoost - AdaBoost for transfer learning
I W. Dai, Q. Yang, G.-R. Xue, and Y. Yu. Boosting for transfer learning. In ICML '07, pages 193–200,

2007

I TwoStageTrAdaBoost - Two stage approach, �rst �nding
the weight of source data

I D. Pardoe and P. Stone. Boosting for regression transfer. In ICML '10, June 2010

Samuel Barrett Planning to Cooperate with Unknown Teammates



Introduction
Approach

Generalizing Prior Experience
Conclusions

Background
Algorithm
Results
Analysis

Transfer Learning

I Transfer data, not models

I Weight instances differently

I Find best weighting of data from prior teammates

I Test weightings with cross validation

D. Pardoe and P. Stone. Boosting for regression transfer. In ICML '10, June 2010
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TwoStageTransfer Algorithm

I Find best weighting of data from each past teammate
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TwoStageTransfer Algorithm

I Find best weighting of data from each past teammate
I For n past teammates and m weightings
I Checking all possible weightings is mn

I TwoStageTransfer checks nm + nm = 2nm weightings
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TwoStageTransfer Algorithm

I Find best weighting of data from each past teammate
I For n past teammates and m weightings
I Checking all possible weightings is mn

I TwoStageTransfer checks nm + nm = 2nm weightings

I Greedily choose past teammates ordered by improvement
with current teammate

I Search over weighting of past teammate's data
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Teammates with limited observations

I Few observations of current teammate type

I Many observations of other teammate types

I TwoStageTransfer outperforms other transfer learning
techniques
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Transfer learning
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Combining Models

I Can combine model from TL with existing models

I More information improves results
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Transfer learning
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Robustness

I Vary the amount of target data

I More data helps, but levels off
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Transfer learning
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Summary

I Can cooperate with unknown teammates

I Can improve performance using transfer learning

I Can transfer information from a variety of similar
teammates

Samuel Barrett Planning to Cooperate with Unknown Teammates



Introduction
Approach

Generalizing Prior Experience
Conclusions

Related Work
Conclusions
Future Work
Questions

Related Work

I S. Liemhetcharat and M. Veloso. Modeling mutual
capabilities in heterogeneous teams for role assignment.
In IROS '11, pages 3638 –3644, 2011

I F. Wu, S. Zilberstein, and X. Chen. Online planning for ad
hoc autonomous agent teams. In IJCAI, 2011

I M. Bowling and P. McCracken. Coordination and
adaptation in impromptu teams. In AAAI, pages 53–58,
2005

I J. Han, M. Li, and L. Guo. Soft control on collective
behavior of a group of autonomous agents by a shill agent.
Journal of Systems Science and Complexity, 19:54–62,
2006
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Conclusions

I Can learn models by observing teammates

I Can quickly select good models from a set

I Planning with imperfect models can be effective

I TwoStageTransfer can help reuse information learned from
previous teammates
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Future Research

I More complex domains

I Unknown environments

I Teammates that learn
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Thank You!

I Ad hoc agents can plan to
cooperate by learning
good models for their
teammates and
transferring knowledge
learned from previous
teammates.
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